Innovative Performance Monitoring for Data Storage Area Network
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Facial or license plate recognition system, online payment system, automatic driving and other needs to be
answered in real time. Such high-load systems do not have much tolerance for latency, and also the users. They need
consistent high performance and shortest response time, even in the worst case, such as the Double Eleventh Day or
National Day security check (ID/Face Detection). However, Al systems require memory with high IOPS performance,
although it depends on the ability to handle random 1/0 operations. "When you analyse in-depth learning, it's
random and intensive, and the output is negligible - it can be kilobytes," Gartner decided. "It does not necessarily
require a high IOPS, but rather a readable architecture that can be optimized at will." According to Gartner's
research, workloads such as in-depth learning and Al will be key factors in data center design and architecture by
2021. As data center network architects prepare the infrastructure for Al, they must give priority to scalability, which
requires high bandwidth, low latency networks and innovative architectures. Flash is now common, and NVMe Flash
is the preferred medium for applications that need the fastest access to data stored near the GPU. But what about
real performance data? How sensitive is the application to response time? What are the customer's performance
requirements for the application? In this article, we'll see that most vendors don't give you the opportunity to look at
performance in detail or are unable to provide it because of a lack of concepts. A few months ago, | published two
articles: "Delay and Performance Monitoring in Large Enterprise Environments - Challenges and Vision". "10 delay
monitoring and ROI". In this article, | want to introduce an innovative approach to performance monitoring and
monitoring planning, including some very useful user stories.
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This article represents my personal views, idea development and opinions and do not express the views or opinions
of my employer or companies named in the article.

Introduction

Nowadays the demand for performance by computing is getting higher and higher, also the huge amount of data that
you need to analyze in short time or real time (automatic driving, Al, speech recognitions / assistant, global mobile
payment, face / object / car recognition on the street subway / airport etc.). Meanwhile, they are also everywhere, at
home soon (i.e. no home key anymore but face recognition, speech assistant to command any objects (7/]\K Just ask
how you can guarantee that you have the performance you need 100% of the time? Latencies in automatic driving,



mobile payments, security checks and medical remote operations are unacceptable. Buying all-flash memory and

supercomputers is not enough to guarantee this. The question is:
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Al is a broad term that covers a wide range of use cases and applications, as well as different ways of processing
data. Machine learning, deep learning, and neural networks all have their own hardware and software requirements
and use data in different ways.

Machine learning is a subset of Al, and deep learning is a subset of machine learning.

e Deep learning, for example, will carry out several passes of a data set to decide and learn from its
predictions based on the data it reads. Based on the accuracy or inaccuracy of predictions, it can
automatically re-learn or self-adjust how it learns from data. A deep learning application data set will be an
order of magnitude larger, easily running to millions of data points.

e Machine learning is simpler and relies on human-written algorithms and training with known data to develop
the ability to make predictions. If the results are incorrect, the data scientists will change the algorithms and
retrain the model. A machine learning application could draw on thousands of data points.

Also the storage and I/O requirements of Al are not the same throughout its lifecycle. Al systems need training, and
during that phase they will be more I/O-intensive, which is where they can make use of flash and NVMe

For example, suppose you manage a large data storage area network that may be a hybrid network (multiprotocol
transport). What methods and data do you need to perform true performance monitoring for statistical analysis and
automated machine learning analysis? The typical information "My 5-minute AVR response time is 2.5 milliseconds"
is not interesting information, but we need information that describes network and data storage unit usage, as well
as a criterion that show performance improvement or degradation. In such a large network, there is a large
correlation between various parameters, namely transmission event and response time parameters (crc> scsi-
timeout> high latency> bottleneck the new method should also allow the detection of configuration and load
distribution problems or the recording of improvements. To be useful, it has to work almost in real time. In general,
the goal is to provide a tool and method that lets you say everything in less than a minute, without having to log in to
a storage or switch, and without much technical knowledge, regardless of the size of the network.

Weight of information

What is the weight or value of information? You may know the best example from Statistics / Probability Lecture:

‘Ask to the man in the middle: J
@ @ o Your neighbors are wearing a hat?
Ask to the leftman : ‘ e T~ N
Your neighbors are wearing a hat? | , ~
= = - The man in the middle is wearing the hat
The left man is wearing the hat The right man is wearing the hat

©

You have 3 men in one room, one wears a hat, the other does not, you cannot see the men, but you can ask
guestions. The game says: What is the minimum of questions you should ask to find out who is wearing the hat. It
means that each question brings information, some bring more information "heavy", some less useful information
"light", that means you win by asking questions that bring the "heaviest" information (useful).

Similarly, if we want to monitor or qualify the performance of a system that can be very extensive with thousands of
individual elements and different technologies, we need to look for the source of "heavy" information (which will be
used as the primary source), and perhaps (ignore or use as a secondary source) "light" information.

In practice, lets show some "light" and "heavy" information in a data storage network environment

e 1rst example

| Metric | 10 size || Max I Avg I
| | | lasec | Smin | All | losec | Smin | All I
|RD CMD -> Status Time | 8K -<BK | 139.9m| 240, 1m | 2.896s | | 5.495m| 5.269m| 8.543m| |
| | BK -< B4k | 41 .78m| 79.16m| 2.546s | | 4.682m| 7.467m| 8.873m| |
| |saK-<512K || 29.83m| 36.99m| 331.8m| | 8.531m| 5.895m| 4.411m| |
I I512K—>512K | | | | | | H
| |ALL | 139. 9m| 248 1m | 2.896s| | 5.481m| 5.287m| 8.537m| |

Here we can read the | / O latency information provided by a CLI command. You can see the average and maximum
values in the last 10 seconds, 5 minutes and since the statistic was last reset, and all information for metric and
block size. At first glance, the information may help a few, but nothing more. It lacks a lot like how many spikes are
in the time interval, was it just high peaks or even medium? etc. The average value shows no critical value. So, the



question is, should we do something? If so, how and what? If not, let's wait and see if someone sends a complaint.
This information here is a piece of weak "light" information, you cannot decide if you have a problem and you have
no way to track the RC.

e 2dexample
Imagine that you have a faulty interface adapter. This means that optical power is slowly becoming too low for clear
data transport, consequence: this leads to frame transport errors, and automatically latency.

Traditional vendor tool measurement
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Here we see an increase in latency, but | would say it's always not so "critical" that it's only 30ms. This average is
calculated in a time window, some are 5 minutes / 10 minutes / 15 minutes, depending on the supplier tool. You can
also read the maximum value within this time window, it shows no value over 100 ms, even without specification,
when, how often, etc. The information here is also weak "light", but you have the information that something
happened. Remember 2 tables from the 2d article:

1000 10s/sec | "Realtime-near" | SLA/tool SLA/tool | SLA/tool 1000 10/sec | "Realtime-near" | SLA/tool | SLA/tool |SLA/tool
2ms/10 | Avr 30sec Avr Smin Avr 10min_| Avr 15min 2ms/I0 | Avr 30sec Avr 5min Avr 10min | Avr 15min
010 10sec 2ms 2ms 2ms 2ms 010 1sec 2ms 2ms 2ms 2ms
110 10sec 2.3ms 2,0ms 2,0ms 2,0ms 110 1sec 2.0ms 2,0ms 2,0ms 2,0ms
10 10s 10sec 5.3ms 2,3ms 2,2ms 2,1ms 10 10s 1sec 2.3ms 2.0ms 2.0ms 2.0ms
100 10s 10sec 35.3ms 5,3ms 3,7ms 3,1ms 100 10s 1sec 5.3ms 2.2ms 2.1ms 2.1lms

For this example, | recorded the following latency spikes with the new method:

Threshold method statistics on the occurrence of threshold value
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e 3dexample:

The hat game from the introduction was about two aspects, how much useful "heavy" information your question
can contain and how many questions you have to ask to solve the problem. It means that you need to have a clear
workflow in mind to know the quickest way to solve the problem, not to store the details or weak information, just
the relevant data. Your brain does not have unlimited storage capacity and more data you have, the more time you
will need to analyse it.

That's why: If you have a tool that gives you 1 GB of statistics / day, and you need to retrieve it to find the very small
useful information with a script or an Excel spreadsheet, this tool is (for me) too weak, how much time and man day,
do you need to analyse it? Maybe you cannot recognize the "heavy" information due to the large amount.

Also, the workflow of your tool is important. A tool that has to set up 100 steps before starting to register some data
is equivalent to asking for 100 hat questions before starting the analysis of the answer, ie. :
1. create a filter (to locate the elements to be monitored)
2. Create a collection of items that you want to monitor based on your filter. Can you (Capacity Limit@)
record all elements in a collection? If not, go back to starting position (it's like in the monopoly game@ -
"go back to starting position") and create so much filter and collection that you need it
3. Start recording (oh My Gott, the capacity of the recording hardware is exceeded@, the event is not
recurrent@, or | cannot record any longer because other people need the analyser@, etc...)
4. Let's go to flow monitoring menu
5. Select the flow of your collection that you want to monitor
Select the parameters. You can either show a parameter for all elements of the collection @, or you can
create as much window multi parameter as the eIement@, please go back to position 5. @
7. "Alittle Iater“@ @ you can start the analysis. "What was the problem? | forgot it @“ (The 3 guys with the
hat are already dead@.)
, or the need to interact with 20 different tools to get the true result (that's the number of questions) also does not
make sense.

e Ath example
Your supplier only provides you with a granularity of information. This means that details can only be retrieved for a
limited amount of time (ie 24 hours, hurry, the information is deleted, or granularity is reduced), and no information
about the global infrastructure. That means you may be able to solve your problem but need to search more (ask
more questions) and much more time (days, weeks) and more involved people (supplier support, support etc), or
that you may not be able to solve it your problem at all (not enough information in the answer, no more interest, it
only happened once).
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So, let’s begin:
Concept:

In IT, most actions are discrete actions and not continued actions, ie read / write, etc. Even if you get a nice curve
from your tool, this means that they fit a curve to represent information about discrete events

The idea is : if | want to display the performance of my system, | will not care if my 10s response time( 10-
level/vr/max) is 2,5ms or 2,7ms for every |0s but more to create the statistics of all values that exceed a certain
threshold ( the number and value of the thresholds can be freely defined or can also adapt to the situation). So , we
see it on the picture, on the bottom left you can see the classic supplier method (time window 30s/5min/10min/..),
top left is the basis for the new method : define x threshold limit value and so you defined x level or area, from this
point you can begin to record all events that correspond to the level, with timelines and detailed information on the
type of events, who, from...to..., occurred y-time within last second.

2019/02/28 15:28:21
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A system with poor performance has a high number (occurrences) in the upper threshold. It is also possible to track
the evolution of your problem over time. This idea applies not only to the latency, but also to a multitude of other
parameters. This information is "heavy" information. Blindly compare the amount of information your supplier tool
record anywhere for avr / max. After 24 hours, the data must be resampled to reduce the amount. The dataset of
the new method is low. You can continue to use them for weeks or months without having to down sample
(sometimes you need to check when the occurrence of an event has started in the past).

The layers

A storage area network can be very complicated, not just a host / storage / switch, but also a host connected to
storage or storage connected to network and then to host, but also storage, storage, and more local building or a
distant building with a distance of a few 100m to several 1000km and also include different protocols with different
characteristics. You can have classic storage or cloud-based storage, even distributed storage, from one supplier or
from multiple suppliers (also means different tools). Well, in the end everyone comes up with the same problem or
the same question, what is the actual performance, how can a problem be highlighted, how can the future problem
be prevented, how can the solution of an incident be improved without x tools to use and log in xx elements and try
to find a correlation between. The next image shows a different abstracted layer in your Storage Area Network. At
each layer you will find a different answer to the different questions. For some questions, you must choose the right
layer.

l) N e | < J Not Sto}ééef o
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Networks & protocols GlObaI

Data Storage area
Local / distributed

Storage area
Layer

Global Layer can:
e describe quickly whether your new design / architecture has resulted in improved utilization / performance,
etc.
e describe quickly the impact of some events on your infrastructure. Eg 11.11. (Single day X{-+—), 20.12. -
01.06. (Christmas - New Year), 28.01. - 14.01. (Spring Festival Z&5), Football World Cup, etc..
e describe quickly the performance and problem of the global site-to-site.

e describe Global, regardless of your supplier, your current / past situation on and part of the future
(performance planning)

e describe the impact of introducing new technologies on your environment? (ie increasing Al, etc.)

e Show very quickly if there is an increased performance incident or not
Storage area layer can:



e Quickly describe the potential improvement or degradation in performance after a new firmware / code
upgrade
e Identify quickly which storage unit could be overloaded and which not, also in connection with the special
events.
e Quick recognition of transport or hardware defects (part errors) without having to go to warehouse, parts
errors are often not recognized in supplier tools
Director/Engine Layer can:
e Describe a hardware director defect quickly. All director ports have errors
e Describe the effects of overusing the core on the director's performance.
e Quickly describe an indirect performance effect of one port (customer) to another (High 10)
e Describe the global one quickly SCSI Timeout on a Director (local for one port or for all ports)
Port Layer:
e Describe the use of the queues quickly
e Describe other parameters quickly with time / source / destination of the traffic
e Describe if a problem occurs, occurred or could occur
e Describe the | / O, bandwidth / queue / Latency / SCSI-TO and many other parameters
e Describe quickly which user can influence or influence the performance of all users on the port
Not-storage Layer:
e Describe the customer's behaviour quickly
e Describe the customer's traffic performance quickly
e Describe if a problem occurs, what happened or might happen
e Describe the | / O, bandwidth / queue / latency / SCSI-TO utilization and many more parameters

The realisation / design / solution:

The only setup action is the threshold, provide basic information about the data storage unit (type, name, location),
and provide minimal information about the switches (type, name, location); the rest is done automatically, creating
the full structure for the data storage unit. The analytics platform delivers the syslog messages. The Analytics
platform can be an AMP (Brocade) or a Switch Brocade/Broadcom (IO Insight Gen7). | think Cisco and VI should also
be able to provide such information, it has to be checked.
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The translator core translates PID (OxAABBCC) into human-readable information, PID need not be unique.



,Flow (SID=513a73,DID=512800,VTAP=513a73,Lun=2),
yFlow (SID=513a73,DID=512800,VTAP=513a73,Lun=2),
,Flow (SID=513976,DID=512800,VTAP=513976,Lun=1),
,Flow (SID=513976,DID=512800,VTAP=513976,Lun=1),
,Flow (SID=513a73,DID=512800,VTAP=513a73,Lun=1),

Condition=sys_mon

Condition=sys_mon_analytics(WR_1stXFER_RDY_LT_8K/I0>=250000),
Condition=sys_mon_analytics(WR_STATUS_TIME_LT_8K/I0>=250000),
analytics(WR_STATUS_TIME_LT_8K/I0>=250000),
Condition=sys_mon_analytics(WR_1stXFER_RDY_LT_8K/I0>=250000),
Condition=sys_mon_analytics(WR_STATUS_TIME_LT_8K/I0>=250000),

Current Value:[WR_1stXFER_RDY_LT_8K,
Current Value:[WR_STATUS_TIME_LT_8K,
Current Value:[WR_STATUS_TIME_LT_8K,
Current Value:[WR_1stXFER_RDY_LT_8K,
Current Value:[WR_STATUS_TIME_LT_8K,

1007133 Microseconds]
1007258 Microseconds]
940344 Microseconds],
940197 Microseconds],
312740 Microseconds],

LATENCIES GT 10000 msec

+ patum Fabric source SID Sourcename piD Destinationnand VIAPID  LUNID Threshold value Repeat
2018-05-27 17:04:17.000 [+ Bank-A  # sss 17} # 53dba1 @ A_sbeoer _1 # 53940 # A_sss " 12_1A00F # 539fa0 # 1 WR_STATUS_TIME_LT_8K/I0 # 10694165 Microseconds #1 #e
jt Bank-A  # sss 7)) # S53dba1 # A_sbeoer _1 # 539f80 # A_sss  12_1A00F # 539fd0 # 1 WR_STATUS_TIME_LT_8K/I0 # 10694165 Microseconds #1 ww
e Bank-A  # sss 7)) & 53dasa # A_sbece! _1 # 539f40 & A_sss  12_1A00F # 539fa0 # 7 WR_STATUS_TIME_LT_8K/IO0 # 10259315 Microseconds #1 e
e Bank-a  # sss 17} & 53dasa # A_sbeve! _1 # 539F20 # A_Sss , 12_1A00F ® 53920 # 7 WR_STATUS_TIME_LT_8K/I0 # 10259315 Microseconds "1 e
LATENCIES 5000 - 10000 msec
Datum Fabric source SID Sourcename 0iD Destinationname VIAPID  LUNID Threshold value Repeat
LATENCIES 1000 - 5000 msec
Datum Fabric Source SID Sourcename 0iD Destinationname VIAPID LUNID Threshold value Repeat
# 2018-05-28 06:56:42.000 ¥ Bank-A  # sss )7 ¥ 537502 # A_sbeee 11 # 539fa0 # A_sssv ! 1A00F #539f40 # 2 # RD_1stDATA_TIME_GE_S12K/IO # 2738185 Microseconds “1an
# 2018-05-28 06:56:42.000 & Bank-A & SSs )7 & 537562 # A_sbeoe 11 #539F40 & A_Sssv  !_1AG0F #539f40 # 2 @ RD_STATUS_TIME_GE_512K/I0 # 2739459 Microseconds #1108
# 2018-05-28 06:57:20.64 & Bank-A  # ss5..)7 4 537502 # A sbeee 11 # 53940 # A_sssv ! _1A00F # 539f40 # 2 # RD_1stDATA TIME_GE_512K/I0 # 2738185 Microseconds #1008

The goal is not only to monitor performance, but also to analyse and correlate every "non-normal" event directly in
the dashboard. Here are the base events listed, all other "non-normal" events are not listed in the following table

SCSI - Block <8k, 8-64K, 64-512K, »512K |FC transport SCSI-Protocol |Fabric performance
Read 1rst response time Link-Reset SCsl-Abords  |Slowdrain-Quarantine
Read completion time Off-On SCSI-TimeQut |FPI

Write 1rst response time C3TxTo Fabric latency

Write completion time CRC

Other completion time Utilisation = 80%

Rd-10 Queuing

Wr-10 Queuing

Others Queuing
10/s

For the use of the AMP is the interesting part of the idea is more the use of the platform: The limit of the platform is
20000 IT / IT lun data flow, but a large server with 8 HBA ports, which is connected to 16 storage HBA Ports and
1000Luns-Mapped already generate 128000 ITL flows. In this situation the AMP is only used by performance
incident. The idea is to forget the IT & ITL flow limit and to consider only the 10/s limit (5 million 10/S). Then you can
monitor many storage ports with 1 AMP. Remember that | / O operations are discrete events. All storage ports will
never read/write the maximum 10/s at the same time. This means, the true 10/S flow is lower.

Also, the only information | use is the syslog messages (MAPS), which say that the xx Threshold has been exceeded
("Heavy" information). | do not save any other data (weak information) from the AMP. | have also set the AMPs data
retention to minimum, it give more flexibility ie, if a server no longer has | / O, its data flow is directly deleted and
capacity is freed up. The statistics result uses 3 different time windows, 10 minutes / 1 hour / 24 hours, 10 minutes
window to see the dynamics of your network 1 hour window allows you to filter the dynamics of the system and
provide useful information for the trend analysis 24 hours window is useful for very long term analysis from up to 1
or 2 years.

Day 1 Day 2 Day 3
00:00 00:00 00:00
—s
Day 1 Day 2 Day 3
00:00 00:00 00:00
[_‘._—’
1h
Day 1 Day 2 Day 3
00:00 00:00 00:00
l?min

The following picture shows the difference between these 3 time windows:
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This version of the dashboard is limited to the FC network. An extension to the NVMe and the IP network should not

be difficult.
The global Layer

z Going to the Going to the Going to the
Firm logo allow to go o
Z LA global statistic = server search- Backup-storage
back in the navigation ¢
report engine report report

Firm Logo

@ On-Off Dash @ Latency-new @ Stats-New 24h @ search @ backup
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The data storage area layer:

actually is 24h dashboard
Link to 1h & 10min time-
window

Going in the past, 15 days in
Direct access

Going to the detail
storage report

The threshold value
definition for the 10-level
latency will is a part of
the setup

Depending on the storage type, the design of the physical port is different. If a director is dead, you will see it

directly. The Director line is red.



Going to the Performance

J057

151 2057 2420-works 2421-works

graphic 1D/1H/10Min time-
window

.FO7

| Day Dashboard - 1 Day Dashboard - 1 Day Dashboard - 1 Day Dashboard - 1 Day Dashboard

Switch from 1Day to 10min
or 1h time-window

Going in the past, 15 days in
Direct access

Z019-06-27 Z019-06-26 Z019-06-25 Z019-06-24 Z019-06-23 Z019-06-27
019-06-20 2019-06-19 2019-06-18 2019-06-17 2019-06-16 2019-06-15 2019-06-14
10min 1h 24h 1 Day 2Days 3Days 4Days 5Days 6Days 7 Days
ago ago ago ago ago ago ago
Lat> 10000ms o 2 o o o ® o o o
Lat> 5000ms o o o 0o 0o o o o 5
Lat> 1000ms 0 0 61 20 25 28 60 58 20 38
Lat> 300ms 339 1912 49085 52604 57803 42255 54215 56860 49208 41608
Latency ALL 339 1912 49158 52624 | 57828 42283 | 54311 | 56918 49228 | 41651
10-Queue >1500 0 0 0 0 0 0 0 0 0 0
10-Queue > 750 0 0 12 0 13 9 0 24 0 1
10-Queue > 300 0 0 0 0 0 1 0 16 0 0
Usage > 90% 0 0 0 0 0 0 2 0 0 0
CRC-LR-OnOff 0 0 0 0 0 0 0 0 0 0
Going to the the parameter Frpi_siowdrain 0 0 0 0 0 0 0 0 0 0
report, incl source- 0 0 46 209 0 0 100 0 0 0
destination info 10s > 50000 0 0 0 0 0 0 0 0 0 0
10s > 20000 0 0 0 0 0 0 0 0 0 2
10s > 10000 0 4 225 150 333 413 514 310 445 313
10s > 6000 55 222 6763 5461 6836 9676 5906 6930 8016 7151
[Fab-Lat 0 0 13 3 3 0 16 0 18 0
SCSI-Res 0 0 0 0 0 0

Going to the Director/
Engine graphic 1h/10min
time-window

Pink>10000ms, Orange>5000ms. Yellow>1000ms, Light-Green>300)ms. Red = Offline. Dark-Blue= SWITCH has NO AM-P connectivity, Light-Blue= NO-AMP-port

Director graphic example:

GG2-A Bac-A Bac-A n.k. Ban-A nk. nk. n.k.

M B_acA

Global statistic for
this storage unit

ep-B --gg_z_.g BacB BacB nk. nk. BacB BacB BanB nk. nk. |nk. k.
k. |BSESS| GBS GG2.A BacA BacA nk. |nk. BacA BacA BanA nk. [@EEMnk. nk nk
k. [B8IS BB GG2.B BacB BacB nk. nk. BacB BacB Ban-B QNS BEEE nk. nk nk
& [BSESSBSEM k. BacA BacA nk. nk. BacA BacA BanA BB GG2A Oth-A nk. |GG2-A Goi h
k. [BSES|BEEEInk. BacB BacB nk. nk |BacB BacB Ban BNEEN GG25 BEEEInk GG2B oing 1o ?storage-
cpA RepA RepA M| BacA BacA [N BN Bac A Bach Bann QM GG24 OmA nx. Gaza| POTtdetail report
ep-B Rep-B M| Rep-B Bac-B Bac-B BanB BacB BacB Ban-8 [Nl GG2.6 B nk. GG2B
09:ho J5G2-A NGNS BN BacA GG2-A BN Ban-A BacA BacA GG2-A nk. BanA BacA Ban-A [N
10-ho |562.8 [N 8 Bac B GG2.8 M B&HS) Bac B BacB GG2B nk. BanB BacB [l Bans [NEE
5G2-A BRG] BEE) Bac-A GG2-A QN Ban-A BacA B GG2-A nk. Ban-A BacA [HEM|Ban-A
BacB BacB GG2.B nk. Ban-B Bac-B Ban-B

* If latency is increasing the same for all ports, it means that all cores are 10-over-used. You can also find
directly the ports with the highest 10 load.
* Ifthe SCSI-TO is going up for all ports of the director, this means the director is going defect.
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Port Layer:

Jun 30 12:23:00 supportteam @xx.yy B 057_10P10

Going to the Performance 5-1/33 5289¢0 50: :78:00:¢6:4a

SN=00 057

Craph-short-10mWin

graphic 1D/1H/10Min time. %ﬂw Craph-shori-HourWin

SFP=16G
Speed=16G

window 019-06-29 2019-06-28 2019-06-27 2019-06-26 2019-06-25 2019-06-24 2019-06-23 I Going in the past, 15 days in
ton»o@zz 2019-06-21 2019-06-20 2019-06-19 2019-06-18 2019-06-17 2019-06-16 Direct access
10min  1h 24h al'.l?ay :'i)a)'s :a' :)ays :' oDa_\: a5':’):_“ :'i)ays :':)a)x
Lat > 10000ms o7 I e e | (o) | [ g e
Lat> 5000ms o o [ [ fo e 0 e fp g
Lat> 1000ms |0 0 0 10 0 0 2 4 0 0
Lat> 300ms |16 81 1560 1716 912 2270 1765 2259 1894 744
Latency ALL |16 81 1572 1730 912 2270 (1767 | 227 1894 744
10-Queue >1500 | 0 0 0 0 0 0 0 0 0 0 Global statistic for
10-Queue > 750 | 0 0 0 0 0 0 0 0 0 0 this storage port
10-Queue > 300 | 0 0 0 0 0 0 0 0 0 0
Usage>90% |0 0 0 0 0 0 0 0 0 0
CRC-LR-OnOff | 0 0 0 0 0 0 0 0 0 0
FPI-Slowdrain |0 0 0 0 0 0 0 0 0 0
SCSI-TimeOut |0 0 0 0 0 0 0 0 0 0
10sec > 50000 0 o 0 0 0 0 0 0 0 0
10sec>20000 |0 0 0 0 0 0 0 0 0 0
10sec > 10000 0 0 1 1 3 3 3 7 0 0
10sec > 6000 1 2 161 165 67 255 224 189 160 0
SCSI Res 0 0 0 0 0 0 0 0 0 0
The information detail
LATENCIES > 10000 msec
Datum Fabric Source SI0 Sourcename o0io Destinationname VIAPID  LUNID Threshold value Repeat
# 2019/06/29 23:31:41 . B . ss # 530200 # B_ssO ¥ 52890 # B o0 ® S289¢0 W 172  # WR_ISTXFER_ROY_LT_8K/I0>=300000 # 12135596 LR
# 2019/06/29 23:31:41 8. " ss # 530000 # B_ssO % 5289c0 # B o10 # 5289¢0 # 172 # WR_STATUS_TIME_LT_SK/10>=300000 * 12135848 1 e
# 2019/06/30 03:43:29 8 " ss # 530000 # B_ss0 52890 # B 010 # 5289¢0 ® 16 # WR_ISUXFER_ROY_LT_8K/10>=300000 » 12881088 "1 e
# 2019/06/30 03:43:29 "B " ss ¥ 530200 ¥ B_ssO ¥ 5289c0 # 8 »10 # 5289c0 W 16 # WR_STATUS_TIME_LT_8K/10>+300000 » 12821805 1o
# 2019/06/30 ©3:43:29 8- *ss * 530200 # B_550 52890 # 8 »10 # 52890 # 22 # WR_ISTXFER_ROY_8_64K/10>=300000 10758745 "1 e
# 2019/06/30 93:43:29 "B wss ¥ 530000 ¥ B_ssO 52890 B o0 ¥ 52890 W 22 W WR_STATUS_TIME_S_64K/10>=300000 10759048 1o
* 2019/06/30 03:43:29 .8 . 55 # S3acs0 w B_sse * 52890 B 10 » 5289¢0 w2 # WR_ISTXFER_ROY_LT_SK/10>=300000 * 11809825 LR

A high initial response time WR_

1stXFER_RDY mainly indicates a problem with the storage port (too many I/0? Too

many hosts?), While the completion time is more likely to indicate a cache or backend problem, but a high initial
answer is always on high problem brings completion time (completion time = 1 response time + data transfer time)

Global Layer Stats report
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Refresh : Sun Jun 30 12:43:47 CEST 2019

Graphic Day-Long Graphic Day-window
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SAN Block Storage Monitoring :
Graphic Hour-window Graphic 10Min-window

ge Ports All 2723
storage ports you |siorage Ports
are monitoring S Ports
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Going in the past, 15 days in

Direct access

wwing to the Performance
graphic 1D/1H/10Min time-

window

7 Days
ago
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10min 1h 24h 1 Day 2Days 3Days 4Days 5Days 6 Days
ago ago ago ago ago ago
Cor> t0000ms | NN (O (347000 (60000 S S A7 (S S
Lat> 1000ms 114 2315 2878 2610 2586 2252 2173 1846
Lat> 300ms 915 6312 207545 218101 242268 213288 188995 222625 197919
Latency ALL 921 6426 209895 | 220995 244885 | 215896 | 191275 | 225466 | 199781
10Queue > 1500 0 0 0 0 0 0 1 0 1
10Queue > 750 0 0 20 256 269 262 291 247 201
10-Queue > 300 | 0 1 29 169 165 127 323 154 154
Going to the Usage > 90% 0 0 56 54 9 35 88 6 138
information detail |CRC LR OnOff 0 0 0 0 1 0 0 3 4
FPLSD 0 0 106 22 86 108 36 104 201
SCSI TO/Abs 0 2 482 187 680 49 10 1502 735
10s > 50000 0 0 0 0 0 0 10 0 17
10s > 20000 2 13 911 736 183 209 308 127 224
10s > 10000 88 399 12228 10892 6529 10490 10074 9425 9130
Going to the 10sec > 6000 458 2375 54028 52774 38472 54356 59305 50755 47562
information detail for |Fab-Lat 0 0 12 25 17 23 5 32 5
server ports (not- | SCS-Res 1996 12316 267991 264754 225323 260872 258823 208585 204198
storage) and alerts Not.classified 0 1 141 197 362 369 687 939 524
not related to not- |Not:Storage 8 39 1796 65 32 68 66 62 94
storage/server wie
temperature,defect
etc..

Example of performance graphic:

Global statistic for
the complete
infrastructure

All needed informations
about the port



Global Latency Stats
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Some user case:

1. performance improvement or deterioration after storage code upgrade

Performance deterioration

Before firmware upgrade

B TR Z Bl

2018.07.21

€«>

after firmware upgrade

EfFFreR et sE T b

2018.07.26 20180725 120180724 120180723 120180722 2018071 20181010 120181009 120181008 20181007 120181006 120181005 120181004

2180719 20180718 20180717 (20180716 (20180715 20180734 20180713 20181002 201810:01 20180930 20180929 (2018.0928 20180927 20180926
24n m.y zu.y, 3Days 4Dsys 5Days |6Days 7Days '8Daysstats 2n chy 2Deys | 3Days 4Days 5Days SDlys mq. 3 Days stots
990 ago  ago  ago  ago ago  lago  ago

Lat> 10000 ms --------— Lat> 10000 ms --—---_-—
Lat> 5000 ms -—-_-—_-_ Lat> 5000 ms -__--_-_-
Lat> 1000ms 14 14 38 2 10 15 150 Lat> 1000ms 2465 2465 2590 070 2178
Lat> 300ms 11911 11911 10000 9110 10763 ulo 4337 5297 58034 Lat> 300ms 3284 3284 2400 105 2314 2512 232 3325 18062
Lot STORAGE 111925 (11925 10038 (9142 (10805 (6634 |4354 (5314 50212 Lot STORAGE | 5749 |5749 4390 (3854 (4109 14582 |4503 6665 | 34452
10-Quowe 1500 |0 0 0 0 0 0 0 0 ) 10-Quewe >1500 0 0 o 0 0 [ 0 ] o
sCsiT0 0 0 0 ] 0 0 0 0 0 SCSIT0 0 0 0 0 0 0 0 0 0

Rep Al

€«>

Performance improvement

after patch upgrade
HTHERER R

e s koswez sz meran sz osiis

20183216 (20181215 20189244 20181213 20184212 20184211 20184210
24h [ 1Dsy |2Days 3Deys 4Days snm 6Days 10.1. 8 Days stats

90 90 090 bl g0

Lat> 10000 ms --_--_--—

e 000 e (T (T O VS = S RS Ve s

Lot> 1000ms 2 2 2 [} 0 0 0 0 2

Lat> 300ms 1519 1123 3028 1623 1936 2475 2952 3206 1148

Lot STORAGE 1521 " 3032 1623 1936 2483 2952 3286 17964

10.Queve >1500 0 0 0 0 o 0 0 0 o

scsiTo o 0 o o 0 o o o o
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2. fabric switch problem. How to find it, easy look the storage unit detail, you can directly see that all the errors
are related to one fabric or 2 fabrics



10min  1h 24h 2Days 3Days 4Days 5Days 6Days 7 Days

1 Dly
ago ago ago ago ago ago

Lat> 5000ms ---_---_--

Lat> 1000ms 12164 0 0 0 0

Lat> 300ms m 1446 4611 58 533 m m 261 0 0

Latency ALL 1672 7589 22558 58 533 428 268 61 0 0

10-Queue >1500 | 0 0 0 0 0 0 0 0 0 0

10-Queue> 750 0 0 0 0 0 0 0 0 0 0

10-Queue > 300 0 0 0 0 0 0 0 0 0 0

Usage > 90% 0 0 0 0 0 0 0 0 0 0

CRCLR.OnOff 0 0 0 0 0 0 0 0 0 0

FPl-Slowdrain 0 0 0 0 0 0 0 0 0 0

FcSones. 72 406 1% Jo 1 0 0 0 0 0

10 > 50000 0 0 0 0 0 0 0 0 0 0

10s > 20000 0 0 0 0 0 0 0 0 0 0

10s > 10000 0 0 1 0 8 12 7 12 0 0

10s > 6000 0 0 12 0 29 25 32 48 0 0

Fab-Lat 0 0 0 0 0 0 0 0 0 0

SCSI-Res 0 0 0 0 0 0 0 0 0

pas pao Fr | Fes | o]
01-H B OthA BaAA nk. nk. n

QlJI 02.H --- nk. nk. n

03.0 03H -n.l(. nk. n

04D 04.H ---n k. nk. n

050 l05H BanA DO O <. ok o

060 osn s o

07.0 OI.H nk. nk. n

08.0 08.H ---nk nk. n

24h  1Day |2Days 3Days 4Days 5Days 6

aqo ago ago ago ago

Lat > 10000 ms --

Lat> 5000ms 40

Lat > 1000 ms 105 '

Lat> 300 ms 4 o

e e run task with
N I ontract time and

i
2 B (EEONNNN Gens  EECENNN
i "': "‘: "': 19:57:17.000 6 Bank-A 4 SSSFEOT 4 539080 & A WALl inew 4530200 & A:  _onss 111 vaaee 41 [FTRSTTS YO A COTe | 7 Teaezeer Microseconds |
; :k :k :k atum Fabric Source SID Sourcename oip Destinationname VIAPID  LUNIN Threshold value
= 19:25:17.000 # Bank-A # 555f697 # 527e00 ® A_S wadl_1_new ® 537200 % 4_ 1_93455_121 ® 537200 @ 36 * RD_1sStDATA_TIME_8_64K/I10 # 12625060 Microseconds
B ok ok Bk gi25i17.000 ® Bak-A b sssfEST & S27e00 W s waBl_l_new # 537200 W A_ 193455121 ¥ 537800 # 36 W RD_STATUS_TIME_8_64X/I0 # 12625064 Microseconds
iz nk nk nk 19:25:17.000 ® Bank-n & 555F697 & 52700 ® A5 WwaBl_3_new ® 537300 w A_ 193855121 ¥ 537200 4 10 |4 RD_STATUS_TIME_3_6ax/10 # 12626203 Microseconds
8 nk nk NK 19:25:17.000 # Bank-A  # ssSFEST B SZTHO0 W ALS  wavl_3_new wS3a00 WAL 103455121 537000 # 16 | RO_1stOATA_TIME 8 64%/I0 # 12621309 Microseconds
e e S 19025:17.000 @ Bank-A W ssSGS7 W 527600 WA S aBl 3 new W 537200 N A 103455 121 # 537800 # 16 |4 RD_STATUS TIME §_64¢/I0 # 12621314 Wicroseconds
19:25:17.000 # Bank-A & SSSFGS7 4 527600 M AS WOl 3_new #537200 ¥A_ 103855121 ¥537200 # 8 |4 RO_1ISTDATA_TIME_$_6a4/I0 # 12624114 microseconds
19:25:17.000  Bank-A @ $ssFES7 @ S27FO0 M A_S | _ wadl_3_new W 537a00 N A_ 1 03455_121 ¥ 537000 W 8 (' RD_STATUS_TIME_§_G4X/10 # 12624115 Microseconds
atum Fabric Source SID Sourcename oip Destinationname VIAPID LUNIY Threshold value
19:26:06.000 # Bank-i & $s5fGS5 @ Slede7 ® A (05_3 # 530300 # A_  1_03455_211 ¥ Slede7 # 21w MISC_OMD_TIME/TO # 18073505 Microseconds
19:26:06,000 # Bank-A  # sssf689 @ Slcde? M AS 1053 #5000 w4 103855211 #Sicte7 # 47 |4 MISC_CHO_TIME/TO # 18079720 Kicroseconds
atum Fabric source SID Sourcename oip Destinationname VIAPID  LUNIN Threshold value
19:25:17.000 ® Bank-A ® 555f697 m 527e00 W A_St 301_1_new ® 537b00 W A_ 1,83255_221 » S3I7HO0 W 16 o RO_15tDATA_TIME_8_62%/10 # 12622729 microseconds
19:26:17.000 # Bank-A  # s3SF697 8 S27e00 # AL a0l L new #5000 # AL 103455 221 #5700 # 16 | RO_STATUS_TIME_8_64x/10 # 12622733 Wicroseconds
19:25:17.000 ® Bank-A @ sssfES7 M 527600 M A_st  /a01_1_new ®537b0G W A_ 183455321 ¥ 537500 4 27 W RD_1stDATA_TIME_S_64/T0 # 12626839 Microseconds
19:25:17.000 # Bank-A # sss5fE97  # S27e00 # A_st Ja01_1_new # 537000 ¥ A_ 1 @3455_221 # 537000 # 27 j# RD_STATUS_TIME_8_64x/10 # 12626835 Microseconds
18:38-17 AR & Rank-A & cccFEAT & SITFAA M A o PR & Rathan & 4 t ases 91 & s3Thaa & T T TCTnATA X7 R TTETIAAA WirracernnAC
tum Fabric | Source 10 Sourcename biD Destingtionnase VIAPTD LN Threshold
19:59:47.000 # Bank-1 ¥ sssf697 # Slcde7 & ASH 5.3 #5300 mA, 403455111 @ 530200 # 3¢ | # SCSI_TO/sec %12
19:59:47.000 # Bank-A # sssf697  # Slcddl # 4 _sh 51 ® 538200 ® A 4_93455_111 # 530200 & xx # SCSI_T0/sec 12
19:69:47.000 # Bank-A  # sssfE97 # 539040 # A_shy all_ 1 new ® 538200 W A 4_93ass_111 # 530200 # 10 | # SCSI_TO/sec LEY
19:59:47.000 # Bank-A  # SSSFG97 4 539040 N A b All 1 _new # 530200 A, 403455111 W 530200 W 32 | # SCSI_To/sec w1
19:69:47.000 # Bank-A ¥ sssf697 W 539040 m Ash @il 1 new #530200 m A 403455121 530200 W xx | W SCSI_TO/sec "3
19:59:47.000 # Bank-A ¥ SsSFE97 4 539140 N Asb a1l 3new #530200 8 A 403455111 4530200 4 38 | ¥ SCST_TO/sec w1
19:59:47.000 # Bank-A ¥ sSSF697 4 53940 & Ash A1l _3new ®530200 &4 403455111 530000 4 xx | ¥ SCST_TOssec w1

4. Correlation between different parameter, SCSI-timeout & high latency
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The last point of this article:

| do not want to talk directly about the ROI, but rather try to outline the actual cost of an incident. Just look at the
following table. The costs per hour are assessed. The idea is to show where they come from. Only the value of
business revenue from the impacted application is missing.

Player Team number of poeple cost/h cost/h
0S/Storage/hardware/network (6 100-200€/poeple/h 1200€/h
| escalation management 2 100-200€/poeple/h 400€/h
Company management 2 depending of the impact 200-300€/poeple/h 600€/h
Customer Customer company 1-5 depending of impact 200-200€/poeple/h 1500€/h
Supplier support team 2-5 100-200€/poeple/h 1000€/h
Service outage customer-customer xx,000€/h-xxx.000€/h xx%.000€/h
Penalities xx.000€/inc-xxx.000€/Inc | xxx.000€/Inc
3h x14,100€
6h X28.200€
12h X.x56.200€
24h ¥.x02.200€
43h
Incident 72h
add penalities
As conclusion
My claim:

Enterprise storage quality does not come from the average response time, but from the
number of unacceptable 10 response times per period.

e The method preserves the heavily information and also reduce the data volume allowing long-term graphics

e The workflow is easy and optimized, also no complicate setup

e You can directly in a few minutes say everything is ok, or last weekend /night was nothing, you can also be
proactive, before the problem become a critical one. The system also sends alerts by critical events in the
10min time window.

e |also think, that it is a good way to test the performance of new storage unit ( buy or self-developed)

e With this new method you can see what you normally cannot see. Sometimes you may be surprised that it
can exist.

e The method preserves the "heavily" information and reduces the data volume, so that long-term graphics
are possible.

e The workflow is simple and optimized, no complicated settings.

e You cansay in a few minutes, everything is fine. or last weekend / night was nothing, you can also be
proactive before the problem gets critical. The system also sends alerts for critical events in the 10-minute
window.

The idea, concept and code were developed in my private time and are not based on a company requirement, the
realization time amounts to less than 3 months after work.
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