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Simultaneous human and animal pose estimation: A
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This paper explores advances in body keypoints detection, focusing on its applications in humans
and animals. Specifically, this paper highlights a project developed between 2021 and 2023 that aims
to optimize racehorse training through a dual keypoints detection system for horses and riders. The
system utilizes Detectron2 and a custom COCO annotator to detect 25 keypoints for accurate pose
analysis. This work addresses the unique challenge of handling multiple subjects (horse and rider) in
a single frame, which is achieved through an object detection pipeline that feeds bounding boxes
into a pose estimator. The results of this project demonstrate the potential of keypoints detection
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for performance optimization, injury prevention, and cross-species analysis, paving the way for
future applications in sports, healthcare, and animal welfare.
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Recognizing body keypoints — the critical joints and anatomical landmarks of the human body —
has become one of the most important capabilities in modern computer vision. While the concept
may seem technical, its implications are deeply human: understanding how people move, interact,
and express intention is fundamental for any machine trying to coexist or cooperate with us.

Historically, capturing human motion was confined to specialized labs or Hollywood studios. It
required expensive motion-capture suits, optical markers, and carefully calibrated environments.
But everything changed with the rise of deep learning and convolutional neural networks. Around
the mid-2010s, breakthroughs like OpenPose from Carnegie Mellon and PoseNet from Google
showed the world that it was possible to detect body poses in real time, using only a standard
camera and deep neural networks.
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A key milestone in this evolution was Facebook Al Research’s Detectron and its successor
Detectron2 — an open-source platform that dramatically advanced object detection and human
pose estimation. Detectron brought together a powerful ecosystem of modular, high-performance
models for keypoints detection, trained on large-scale datasets like COCO. It pushed the accuracy
frontier while maintaining real-time performance, and set new standards in the field.
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These achievements weren’t driven by algorithms alone — they were tightly linked to the rise of
GPU computing power between 2015 and 2020. NVIDIA’s consumer and workstation GPUs made it
possible to train and run deep learning models at scale. This period laid the computational
foundation for real-time body keypoints estimation to leave the lab and enter the real world.
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Today, we’re witnessing the impact of this evolution across countless domains.
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In robotics, body keypoints are the bridge between machines and human behaviour. A robot that
can recognize whether a person is pointing, waving, or falling gains not just situational awareness
but social intelligence. In collaborative settings — factories, smart homes, or urban spaces — this
allows robots to act safely and intuitively around humans, reacting with empathy instead of rigidity.

In healthcare and fitness, body pose tracking enables a non-invasive way to monitor form, detect
injuries, and support physical rehabilitation. Whether it’s helping correct posture during exercise or
assessing range of motion during recovery, Al-driven motion tracking is democratizing access to real-
time health feedback.
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In AR/VR and the growing world of spatial computing, keypoints underpin full-body avatars and
natural gesture control. As digital worlds become more immersive, body tracking ensures users
remain present and expressive — without the need for gloves, suits, or expensive sensors.

Even public safety and accessibility benefit. Surveillance systems enhanced with pose estimation can
detect anomalies like collapsing or erratic movement. For individuals with disabilities, gesture-based
interfaces built on body tracking offer new ways to interact with devices and the world around them
— intuitively, without touch or speech.
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Crucially, these capabilities are no longer confined to the cloud or high-end systems. Optimized
models like MediaPipe, BlazePose, and various lightweight YOLO-based pose trackers now run
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efficiently on mobile phones and edge devices like Orange Pi or Jetson Nano. This opens the door to
privacy-preserving, real-time intelligence that can function offline, with minimal power, and in the
palm of your hand.

In the end, recognizing body keypoints isn’t just about tracking limbs — it’s about understanding
motion, intention, and interaction. It’s the first step toward machines that don’t just see us — but
comprehend us. And that changes everything.

https://tangta-technology.com/video/a2b38f40abcce38b282caf6b537b7be9 result.mp4
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While human keypoints detection has become a mature and widely applied field, animal keypoints
detection is still emerging — and comes with its own set of unique challenges. The core principle is
similar: detecting anatomical landmarks to estimate pose and behaviour. However, animal
physiology varies widely across species, making generalization far more difficult. Unlike humans,
who share a common body structure and predictable joint positions, animals present a much
broader morphological diversity — from four-legged mammals and winged birds to crawling reptiles
and aquatic species. Fur, feathers, tails, and non-standard body postures further complicate
detection, often requiring species-specific models or annotations.

JUETFAEIR SO R A, — S T HAIEI 4 COT A 76 1% U LS J# . DeeplabCut.

LEAP Fll OpenMonkeyStudio % & 4t O & F T =ik BB ERah ) 43, BIMEFE BRI 2
k. X ECHESGE E R HIER ), RV AR /N R M S RO, A
S BT AL S A R R P SR AR

2025 4= 4 H 18 H Animal keypoints detection 4


https://tangta-technology.com/video/a2b38f40abcce38b282caf6b537b7be9_result.mp4

AL EE R PR 7]

Despite these difficulties, several tools and datasets have begun to make progress in this field.
Systems like DeeplabCut, LEAP, and OpenMonkeyStudio have been developed to track animal pose
with high precision, even in natural environments. These frameworks often leverage transfer
learning and allow researchers to fine-tune models on small annotated datasets, making them
powerful in laboratory or wildlife research settings.
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However, interest in animal keypoint detection remains relatively niche — especially compared to
human pose estimation. This is partly due to the lack of large, diverse, and labeled datasets, which
limits the training of generalized models. Additionally, the commercial demand is not as immediate
or obvious: most industry-driven applications focus on human-centric fields like fitness, security, and
XR. As a result, much of the work on animal pose tracking is still led by academic research groups in
neuroscience, ethology, and veterinary science, rather than mainstream tech companies.
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That said, the potential is significant. Accurate animal keypoint detection could transform everything
from livestock health monitoring and behavioral tracking in zoos to conservation efforts in the wild.
As Al hardware becomes cheaper and more mobile, and as concerns about animal welfare and
environmental sustainability grow, this field may yet see a surge of attention in the years to come.

The Road Ahead — Future Applications of Animal Keypoint Detection
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As animal keypoints detection technology matures, a wave of new applications is on the horizon. In
precision agriculture, pose tracking could be used to monitor livestock health continuously —
detecting early signs of lameness, fatigue, or abnormal behaviour without human intervention. In
veterinary telemedicine, remote clinics could use camera-based systems to analyse an animal’s
movement and joint function in real time, enabling earlier diagnosis and reducing stress on the
animal. Wildlife researchers may soon deploy autonomous drones or embedded camera traps
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enhanced with Al models that not only detect species but also track behaviour patterns — a game
changer for endangered species monitoring.
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Looking even further ahead, animal-robot interaction could become a research domain of its own.
For example, service or monitoring robots deployed on farms or in natural reserves could use pose
estimation to interpret the state or emotional cues of animals, improving how technology coexists
with living creatures. The fusion of animal biomechanics and Al may also unlock new paths in bio-
inspired robotics, where understanding how animals move informs the design of more agile
machines.

Ultimately, as both the technological capability and ethical interest grow, animal keypoints detection
may become not just a scientific tool — but a catalyst for better human-animal coexistence, animal
welfare, and environmental stewardship.
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Building a Dual Keypoints Detector for Racehorse Optimization
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Between 2021 and 2022, our team undertook a focused research and development project aimed at
advancing keypoints detection for performance sports — specifically targeting racehorses and their
riders. Using Detectron2 as the backbone, we trained a custom pose estimation model on a
proprietary dataset that we meticulously annotated through a self-modified version of the COCO
Annotator. The project centred on quadruped detection, with a primary focus on high-performance
thoroughbred horses in training environments. By capturing synchronized keypoints from both the
horse and the equestrian athlete, our goal was to extract meaningful body pose information that
could support performance optimization, injury prevention, and post-race analysis. This dual-
species detection approach aimed to bridge the gap between biomechanics and training strategy,
offering trainers and analysts a powerful tool to understand the dynamics of each training session —
and better interpret instances of underperformance.

¥ RERI G —— IR R RIS 25 RUREY

Expanding the Anatomy — From Standard Keypoints to a Unified 25-Point Model
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In the initial phase of our project, we started with a commonly used 17-keypoint format — a layout
popularized by COCO and widely adopted in most human pose estimation systems. This included
keypoints such as the nose, eyes, ears, shoulders, elbows, wrists, hips, knees, and ankles. While this
configuration worked reasonably well for human detection, we quickly discovered that it was
insufficient for capturing the detailed biomechanics of a racehorse, especially when precise limb
articulation and stride dynamics were essential.
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One critical limitation was the lack of granularity in back, leg, and foot detection. In standard
models, the human torso is often treated as a single rigid block ( like a humanoid robot torso) — an
oversimplification that fails to reflect the natural flexibility of the spine, especially during dynamic
movement. For both equestrian athletes and racehorses, the curvature and alignment of the back
play a vital role in balance, power transfer, and overall posture. Without sufficient keypoints along
the back, it becomes nearly impossible to analyse shifts in center of mass, detect arching or
hollowing of the spine, or understand how forces are distributed during motion. Likewise, the lack of
detailed joint markers on the legs and feet (or hooves) limited our ability to interpret stride
mechanics and ground contact dynamics — both of which are critical in performance optimization
and injury prevention.
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Moreover, we aimed to develop a single system capable of processing both horse and rider
simultaneously. This introduced another constraint: to feed both species into a shared model, the
number and order of keypoints needed to be consistent across human and animal detection tasks.
The standard human layout was incompatible with animal anatomy, and vice versa.
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To address these challenges, we extended the annotation scheme to 25 keypoints. Each limb —
both forelimbs and hindlimbs in animals, and arms and legs in humans — was assigned four
keypoints to better capture full articulation from the shoulder or hip to the foot or hoof. The ears,
eyes, and nose remained consistent with standard landmarks. Additionally, we introduced four
dedicated keypoints along the back or spine, which proved especially important for evaluating rider
balance and horse curvature during motion. This unified 25-point model enabled a much richer pose
representation and made it possible to use the same detection pipeline for both species,
dramatically simplifying training and inference logic.
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A visual representation of this 25-keypoint configuration (for both human and horse) was created to
validate annotation consistency and guide our model’s learning — ensuring that data collected from
real training sessions could be directly interpreted by coaches and analysts without extra post-
processing.
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Breaking through the limitation of single object - multi-subject key point detection
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Another major limitation of most existing body pose detection systems is that they can only process
a single person per frame. Many standard implementations only assume a single person and cannot
scale to multiple people - or even worse, multiple species. This poses a huge challenge for our
project, as we need to analyze both the horse and the rider, or perhaps multiple athletes
simultaneously in a group training environment such as a gym or sports team.

N T RERIRA R, JATEHE T —EWH B, B, AT R e I gk R
S€ (7 180 T I A A R AR —— R NSRBI . JRE, BRI 2K FHE 2 g e N 835
TR, AR T R E AR 25 DR B AL B, IREEOCHRE A S A (] BR A6
T, AMOREE 2318 BN SC,  HF sl frf e MARI [R5 734

To address this, we implemented a two-stage pipeline. First, we used a dedicated object detector to
identify and localize all relevant subjects in the frame—both humans and animals. Each detected
bounding box was then individually fed into a pose estimation model, which computed 25 keypoints
for that specific subject. Finally, these keypoints were mapped back to the original frame, preserving
the spatial context and enabling simultaneous analysis of all individuals present.
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the way to applying the same system to more general scenarios — such as multi-user motion tracking
in a gym, team sports, or a team biomechanics lab. By decoupling detection from pose estimation,

we built a scalable solution capable of handling complex real-world scenarios involving multiple
interacting bodies.
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Z518 in conclusion
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Body keypoints detection has evolved from a niche research tool to a versatile and powerful
technology with far-reaching impacts across industries. While human pose estimation has
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transformed fields such as fitness, robotics, and augmented reality, extending this capability to
animals—especially in high-performance environments such as racehorse training—opens up a
whole new frontier of data-driven insights.

Our work aims to push these boundaries and develop a unified keypoints detection system for both
humans and animals. By increasing anatomical granularity and building a multidisciplinary analysis
pipeline, we created a system that captures the complex interactions between riders and horses and
is applicable to a wider range of use cases such as group fitness, sports analysis, or veterinary care.

As hardware efficiency increases and Al models continue to improve, we expect keypoints detection
to become the default tool for performance diagnostics, human-machine collaboration, and even
behaviour perception automation. What was once limited to laboratory environments is now ready
to be applied to the real-world step by step, step by step.
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If you’ reinterested in investing in Beijing Tangta Technology, angel investors are warmly
welcomed to join our innovative startup. Please contact our CEO, Zhang Dong Wei, for more
information.

e KA MAIL: 1542370275@qg.com
o IEH i MAIL: 3559870647@qq.com  fi{5: tarikbeijing
e www.tangta-technology.com
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